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Background



Transductive Relation Prediction

⚫ Definition: Predict missing relations from an incomplete KG

Input: Incomplete KG
Output: Prediction of 
missing relations

Transductive
Reasoning

Cannot generalize to new entities



Inductive Relation Prediction

⚫ Definition: Learn from one KG, and predict relations on a new one

Inductive Reasoning

Unseen Entities 
& Seen Relations 

Generalize to KGs with entirely new entities



Rule-based/Path-based methods

Subgraph-based methods

• Use first-order logic rules or relational 
paths, which are related to each other

• Compose paths into a subgraph and 
mine more complex semantics from it

Existing Methods: Overview

⚫Methods with inductive ability can be divided into two categories

Use only the connections between entities



Existing Methods: Issue

ISSUE: Ignore each entity’s own attributes

• Connected relation ‘drafted_by’ suggests green 
entity is an athlete. ‘award’ & ‘plays_at’ suggests 
yellow entity is highly likely to be an athlete, too.

• Therefore, it’s more likely to be a missing relation 
‘teammate’ between these two entities, than 
between others.

{award, nationality, plays_at,
lives_in, father_of-1, spouse_of}

Relational Context

{lives_in, plays_at,
nationality, drafted_by}

Relational Context

⚫ Connections between entities may ignore valuable information

• Connected relations (Relational Context) indicate 
an entity’s attribute, valuable for relation 
prediction but missed in connections 



Method



Method Overview

⚫We propose REPORT: RElational Paths and cOntext with hieRarchical
Transformers

• Use relational paths to capture 
connections between entities

• Aggregate different types of input 
by hierarchical Transformers
Hierarchically composing different 
information sources is a divide-and-
conquer strategy, thus is efficient.

• Use relational context to reflect 
entity attributes



REPORT: RElational Paths and cOntext with hieRarchical Transformers

• Relational path: A sequence of 
relations taken from a path 
linking two entities.

• Relational context: A set of an 
entity’s connected relations.

• Query relation: indicate the 
missing link to be predicted.

⚫ Three types of input



REPORT: RElational Paths and cOntext with hieRarchical Transformers

⚫ Bottom layers of hierarchical Transformers

• Each path and context is transformed 
and encoded by encoding modules

Input: [PCLS] +relational path sequence

Output: hidden state of [PCLS]

Encode
Path 

Input: [HCLS]\[TCLS]+relational context set

Output: hidden state of [HCLS]\[TCLS]

Encode
Context



REPORT: RElational Paths and cOntext with hieRarchical Transformers

⚫ Top layers of hierarchical Transformers

• Fusion module aggregates information 
from bottom layers for prediction

Input: representations of (1) query
relation (2) relational context of 
head and tail (3) relational paths

Output: score of current fact

Fuse Information
& Make Predictions

• REPORT outputs a score 𝑠𝑖 for each fact 𝑖

𝑠𝑖



Model Training

⚫ REPORT: RElational Paths and cOntext with hieRarchical Transformers

• To generate higher scores for positive 
triples and lower scores for negative 
ones. REPORT is trained with Binary 
Cross-Entropy (BCE) Loss:

• Negative samples are constructed by 
replacing the heads or tails of positive 
triplets with randomly selected entities.



Experiments



Experimental Settings

• We use two benchmark datasets, each containing four subsets with varying sizes sampled from 
WN18RR  and FB15k-237, proposed in GraIL(Teru et al. 2020).

In train:
#Query: #triplets for validation in training KG; 
#Fact: #triplets in the background KG (training KG).

In infer:
#Query: #triplets for inference in inference KG;  
#Fact: #triplets in the background KG (inference KG).

⚫ Datasets

• Each subset has a training KG, and an inference KG with unseen entities and seen relations



Quantitative Results

• We report mean reciprocal rank (MRR) and Hits@10, averaged in five runs. 

Achieve better results than SOTA baselines on most subsets

• Best results are bold, second best ones are underlined.



Ablation Studies

Both types of information are effective for inductive relation prediction

• Ablation results (Hits@10) when discarding relational context or relational paths from the input



Case Studies

• Attention scores in fusion module’s last layer indicate different elements’ contribution scores. 

REPORT is interpretable by providing most important elements for prediction

• Elements with higher scores are more important for prediction.



Conclusion

✓ The first work that involves relational context to supplement connection information in IRP;

✓ A new framework is proposed for aggregating context and paths in a hierarchical fashion;

✓ Consistent improvements across eight subsets of two benchmarks;

✓ Explanations can be automatically generated for prediction results;



IRP from Relational Paths and Context with Hierarchical Transformers

Thank you !


